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ABSTRACT

While musical gestures have been mapped to control synthesizers, tracked or recognized by machines to interact with sounds or musicians, one may wish to continue them automatically, in the same style as they have been initiated by a performer. A major challenge of musical gesture continuation lies in the ability to continue any gesture, without a priori knowledge. This gesture-based sound synthesis, as opposed to model-based synthesis, would open the way for performers to explore new means of expression and to define and play with even more sound modulations at the same time.

We define this new task and address it by a baseline continuation system. It has been designed in a non-parametric way to adapt to and mimic the initiated gesture, with no information on the kind of gesture. The analysis of the resulting gestures and the concern with evaluating the task raise a number of questions and open directions to develop works on musical gesture continuation.

1. THE PROBLEM OF MUSICAL GESTURE CONTINUATION

1.1 Musical gesture

From traditional acoustic instruments to modern electronic musical interfaces, gesture has always been a central problematic in musical performance. While acoustic instruments have to be continuously excited by energy impulsed by the performer's gestures, electronic instruments produce sounds without any mechanical input energy, which can last as long as electricity flows. In such electronic instruments, gestural interfaces have been used to control sound synthesis parameters. In [1], electronic instruments are defined by two components – the gestural controller and the sound production engine – and by the mapping of parameters between them.

The electronic performer can now deal with multiple layers of sound, mixed together as tracks on traditional digital audio workstation. Even if gestural control can be at a high level in the music system architecture – e.g., on a mixing desk –, we often use several electronic instruments with performance-dedicated control strategies and interfaces. As they can’t necessarily be played simultaneously, here comes the idea to design a system that continues a gestural behavior, primarily inputed by the performer on a particular instrument, and then automatically continued, while the performer can focus on other instruments.

Another motivation of such systems is the ability to define complex sound parameter modulations by gesture. From very simple Low Frequency Oscillators to chaotic systems, modulation methods are often parametric. One can use simple periodic/stochastic function or linear combination of these functions. This leads to very complex and rich results in terms of dynamics and movements but with a real pain on tweaking parameters. Indeed, these systems propose a lot of parameters, with complex interactions, making them really difficult to control intuitively. The idea to define modulation by gesture comes quite straightforward. Such a data-driven approach, as opposed to model-based parametric systems, leads to a system that could analyze an input gesture by means of its temporal and spatial characteristics, and then continue it à la manière de.

1.2 Problem characterization

Let us imagine an electronic instrument controlled by a tactile tablet. Consider gestures as isolated 2D strokes related to the contact of a finger on that tablet. An example of such a gesture is represented in black in Figure 1, together with a possible continuation of this gesture, in gray. This setting will be used throughout the proposed study and extensions to other settings will be discussed.

Figure 1. Example of a continuation (gray) of a performed 2D gesture (black). Space is on the $x$ and $y$ axes while time is on the $z$ axis.
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We can formalize the problem with a traditional machine
learning scheme composed of a learning phase (user per-
forming the gesture) followed by a predicting phase (machine
continuing the gesture). A gesture is a sequence of
positions $p(t) \in \mathbb{R}^2$ in cartesian coordinates for a single
finger recorded at $N$ discrete times $t$ with $1 \leq t \leq N$. The
goal of gesture continuation is to extrapolate a given ges-
ture by generating the positions after the end of the avail-
able recording, i.e., to estimate $p(t)$ at times $t > N$.

The key issue is to study to which extent one may con-
tinue any gesture, with no a priori knowledge on the prop-
erties of the gesture. In particular, we want to avoid any
categorization of gestures that would lead to, e.g., para-
meteric models of specific gestures. For instance, we are
not interested in tracking periodic gestures to generate per-
fect loops, since the musical result would be too simplistic
and is already well-used by say live-looping techniques, or
to have a predefined list of allowed gesture patterns, which
would dramatically reduce the performer’s freedom. On
the contrary, one may want, for instance: to capture the
variability in the gesture of the performer, including when
it is periodic ; to be able to continue aperiodic gestures
that look like random walks; to reproduce the main char-
acteristics of the gesture, including, at the same time, osci-
cillating or random components – even if such structures
do not appear in the sequence of positions, but in the ve-
locity space for instance. Consequently, musical gesture
continuation is not a well-posed problem. This important
aspect should be considered when designing continuation
systems as well as evaluation frameworks in order to keep
in mind the ultimate goal – processing any gesture – and to
avoid excessive simplification of the problem.

1.3 Related tasks

Part of the problem of musical gesture continuation is obvi-
ously related with the sound generation and mapping
strategies involved in the electronic instrument in use. In-
deed, gestures are completely dependent on the audio feed-
back, involving the need to study relations between sound and
movement as in [2]. We chose for now to use a fixed
reference electronic instrument, to work in the gesture do-
main only, and to tackle this question in future works.

Gesture continuation differs from other tasks that involve
either gestures or continuation in music. In the gesture
analysis field, gesture recognition [3, 4, 5] relies on ref-
ence gestures that are available beforehand and may be
used to follow and align various media (sound, musical
score, video) in live performance. Such reference gestures
are not available in the generic gesture continuation prob-
lem. In [6, 7], the authors propose a system that can con-
tinue musical phrases and thus improvise in the same style.
It works at a symbolic level (discrete segmented notes or
sounds) and its application to continuous data (ie. gesture
time series) is not straightforward.

1.4 Outline

This paper is organized as follows. In section 2, we pro-
pose a baseline system that has been designed to continue
any arbitrary gesture, in the spirit of the open problem de-
dcribed above. A large place is dedicated to the evaluation
of the results in section 3, including questions related to
the evaluation methodology. We finally discuss a number
of directions for this new problem in section 4.

2. A BASELINE SYSTEM BASED ON K-NEAREST
NEIGHBORS REGRESSION

The proposed baseline system for musical gesture continu-
ation is based on a simple regression scheme, as presented
in section 2.1. In order to be able to continue any gesture,
the system relies on the design of feature vectors discussed
in section 2.2. The choice of the prediction function is fi-
nally detailed in section 2.3.

2.1 Overview and general algorithm

The proposed approach relies on the ability, at each time
t > N, to generate the move $\delta(t) \in \mathbb{R}^2$ from the current
position $p(t)$ to obtain the next one as $p(t+1) = p(t) +
\delta(t)$, by considering the past and current positions

$$x(t) \triangleq [p(t−\tau_o), \ldots, p(t)]$$

where $\tau_o$ is a predefined memory length.

The proposed system is depicted in Algorithm 1. It relies
on learning a prediction function (lines 1-7) which is then
used to predict the moves at times $t > N$ (lines 8-13).

At each time $t$ during both learning and prediction, a fea-
ture vector $v(t)$ is computed from the current data point
$x(t)$ (lines 2-3 and 9-10).

The recorded gesture provides examples $(v(t), \delta(t))$ of
the mappings between a feature vector $v(t)$ and a subse-
quent move $\delta(t)$ for $t \in \{1+\tau_o, \ldots, N-1\}$. Such a
training set $S$ is built at line 6. The prediction function $f_S$
is obtained from $S$ at line 7 by a supervised learning step.

Once the prediction function is learned, gesture contin-
uation is obtained in an iterative way for times $t > N$, by
applying $f_S$ to the feature vector $v(t)$ in order to obtain
the subsequent move (line 11) and the next position $p(t+1)$
(line 12).

2.2 Feature extraction

In order to be as generic as possible, we consider simple
features based on position, speed and acceleration along
the gesture. Two options are proposed, in sections 2.2.1
and 2.2.2.

2.2.1 Instantaneous features

The simplest option consists in setting the characteris-
tic memory length $\tau_o$ to 2 so that the point $x(t) =
[p(t−2), p(t−1), p(t)]$ considered at time $t$ is composed of the last
three positions. The feature vector is then defined as

$$v^{\text{inst}}(t) \triangleq \begin{bmatrix} p(t) \\
p(t)−p(t−1) \\
p(t)−2p(t−1)+p(t−2) \end{bmatrix} \in \mathbb{R}^6,$$

by concatenating the current position $p(t)$, the instanta-
neous speed $p(t)−p(t−1)$ and the instantaneous accel-
eration $p(t)−2p(t−1)+p(t−2)$ computed in a causal
way from point $x(t)$.
2.2.2 Finite-memory features

Instantaneous features may provide insufficient information to predict the next position, as it will be experimentally demonstrated (see section 3). An alternative choice is proposed by extending the memory length $\tau^o$ and by considering information at $J$ different past lags $t_j$ in the range $\{0, \ldots, \tau^o - 2\}$. We define the finite-memory feature vector

$$\mathbf{v}_{\text{mem}}(t) \triangleq \left[ \mathbf{v}_{\text{inst}}(t - t_j) \right]_{j=0}^{J} \quad (2)$$

as the concatenation of several instantaneous feature vectors $\mathbf{v}_{\text{inst}}(t - t_j)$ taken at past times $t - t_j$ within the finite memory extension. In order to exploit the available information while limiting the feature vector size, the finite-memory data is sampled on a logarithmic scale by setting:

$$J \triangleq \left\lfloor \log_2 (\tau^o - 2) + 1 \right\rfloor$$

$$t_0 \triangleq 0 \text{ and } t_j \triangleq 2^{j-1} \text{ for } 1 \leq j \leq J$$

where $\lfloor \cdot \rfloor$ denote the floor function.

2.3 Prediction function

The desired prediction function maps a feature vector to a move in $\mathbb{R}^2$. Learning such a function from a training set $\mathcal{S}$ is a regression problem for which many well-known solutions exist, from the most elementary ones – e.g., K-nearest neighbors regression, kernel ridge regression, support vector regression – to the most advanced ones – e.g., based on deep neural networks. Since comparing all those approaches is not in the scope of this paper and since we target real-time learning and prediction, we use one of the simplest ones. The resulting system may serve as a baseline for future works and any other regression method may replace the proposed one in a straightforward way.

We use a K-nearest neighbors (KNN) regression approach based on a predefined number of neighbors $K$ and the euclidean distance as the metric $d$ in the feature space. Learning the regression function $f_S$ from the training set composed of labeled examples $\mathcal{S} = \{ (\mathbf{v}(t), \delta(t)) \}_{t=1}^{N}$ simply consists in storing $\mathcal{S}$ for further neighbor search. The KNN regression function is given by the Algorithm 2 and is used at line 11 in Algorithm 1. It first selects indices $(k_1, \ldots, k_K)$ of the $K$ nearest neighbors of the current feature among the feature vectors $(\mathbf{v}_1, \ldots, \mathbf{v}_{N_S})$ of the training set, and then define the predicted move $\delta$ as the average of the related moves $(\delta_{k_1}, \ldots, \delta_{k_K})$.

Algorithm 1 Gesture continuation

**Inputs:**
- recorded gesture $\{ (\mathbf{p}(t)) \}_{1 \leq t \leq N}$
- prediction length $L$

**Outputs:**
- predicted gesture $\{ (\mathbf{p}(t)) \}_{N+1 \leq t \leq N+L}$

**Supervised learning on recorded gesture**

1: for $t \in \{1 + \tau^o, \ldots, N - 1\}$ do
2: build point $\mathbf{x}(t) \leftarrow (\mathbf{p}(t - \tau^o), \ldots, \mathbf{p}(t))$
3: build feature vector $\mathbf{v}(t)$ from $\mathbf{x}(t)$
4: set move $\delta(t) \leftarrow \mathbf{p}(t + 1) - \mathbf{p}(t)$
5: end for
6: build training set $\mathcal{S} \leftarrow \{ (\mathbf{v}(t), \delta(t)) \}_{t=1+\tau^o}^{N-1}$
7: learn regression function $f_S$ from $\mathcal{S}$

**Prediction**

8: for $t \in \{N, \ldots, N + L - 1\}$ do
9: build point $\mathbf{x}(t) \leftarrow (\mathbf{p}(t - \tau^o), \ldots, \mathbf{p}(t))$
10: build feature vector $\mathbf{v}(t)$ from $\mathbf{x}(t)$
11: estimate move $\delta(t) \leftarrow f_S(\mathbf{v}(t))$
12: set next position: $\mathbf{p}(t + 1) \leftarrow \mathbf{p}(t) + \delta(t)$
13: end for

Algorithm 2 KNN regression function ($f_S(\mathbf{v})$)

**Inputs:**
- training set $\mathcal{S} = \{ (\mathbf{v}_k, \delta_k) \}_{k=1}^{N_S}$ with size $N_S$
- feature vector $\mathbf{v}$
- number of neighbors $K$
- distance $d$ in feature space

**Outputs:**
- move $\delta \in \mathbb{R}^2$

1: find the K-nearest neighbors of $\mathbf{v}$ in $\mathcal{S}$ as

$$\{ k_1, \ldots, k_K \} \leftarrow \arg\min_{\{ k_1, \ldots, k_K \} \subset \{1, \ldots, N_S \}} \sum_{i=1}^{K} d(\mathbf{v}_k, \mathbf{v})$$

2: average moves of selected neighbors

$$\delta \leftarrow \frac{1}{K} \sum_{k=1}^{K} \delta_{k_i}$$

3. EXPERIMENTS AND EVALUATION

Designing an evaluation framework for gesture continuation is a complex topic for which we first raise a number of issues.

First of all, one should keep in mind the main goal – continuing subjective gestures with no a priori contents –, even as an unreachable objective; in particular, one should find how this can properly make part of an evaluation.

The space of musical gestures with no a priori may have a complexity much larger than what can be represented in some training and testing sets, and gathering a representative and statistically-consistent set of gestures may be a vain wish. This issue will impact the classical use of a training set (e.g., for tuning parameters by cross-validation) as well as the validity of performance assessment on a testing set.

In terms of performance measure, one may not hope for a well-defined global score available beforehand. One may even consider it is a too challenging task to evaluate the quality of a predicted musical gesture by integrating complex aspects like: the intention of the gesture author and his or her subjective idea of what is a good continuation; differences in the audio rendering of various possible gesture continuations belonging to some kind of equivalence class, beyond a singular groundtruth gesture. In such conditions, one may characterize the main evaluation objective by the following two uncommon statements: the evaluation criteria may vary from one gesture to another; the evaluation criteria may be established by the performer at the time the
The number of neighbors is fixed to $K$ to impact on the perceived musical forms. From this point of view, the evaluation on random-like gestures may be compared to the topic of pseudo-random numbers generation where one tries to avoid any repetitions or period in the sequence of generated numbers.

The continuation of quasi-periodic gestures is illustrated in the other two examples. A recurrent failure case of the system with instantaneous features only is illustrated by the triangle-shaped gesture where speed is constant on edges and is null on corners (the user deliberately stops its movement for a while at each corner). The system is trapped in a corner since the K nearest neighbors have null-speed and the related move is also null. Finite-memory features provide information from the current point history to avoid such problems, as long as that the memory length is greater than the duration of stops. In the obtained (green) continuation, one may observe that the system succeeds in generating triangles, and that they present a variability similar to that of the original gesture.

Another common challenging situation is crosspoints in periodic motions, as illustrated in the third example. The gesture is a repetition of one large circle and two small circles successively. All three circles are tangent at their junction point, which generates an ambiguity since at that point, position, speed and acceleration are similar. Hence, at that position, the system with instantaneous features only is not able to determine whether it should enter a large or a small circle and gets trapped into the small circles here. On the contrary, the system with finite-memory features uses history information and is able to generate an alternation of one large circle and two small circles.

From these examples, one may note how gesture-dependent the evaluation is. Indeed for each example, specific evaluation criteria have been commented on, based on the property of the gesture as well as on the behavior of the system. This shows the importance of a posteriori evaluation. In a more synthetic way, one may also conclude from these examples that the proposed system is able to continue gestures of very different natures and that finite-memory features are useful to avoid typical failures. The subsequent sections will provide an extensive evaluation on this topic.

3.2 Prediction accuracy for various memory sizes

The memory size have a dramatic effect on the prediction results: one may wonder how large it should be set and how the system behaves when it varies. We propose to introduce and use an objective measure to assess the qual-
ity of the prediction at various horizons after the last point used to learn the gesture. This measure is subsequently used to analyze the prediction accuracy as a function of the memory size.

Let us consider a recorded gesture of total length $\bar{N}$: for clarity, $\hat{p}(t)$ denote the recorded position for $1 \leq t \leq \bar{N}$. We denote by $N_0 < \bar{N}$ a minimum size considered for training. For a training size $N$ such that $N_0 \leq N < \bar{N}$, the system is trained on the first $N$ positions only and for $t > N$, $\hat{p}^{(N)}(t)$ denotes the position predicted by this system at time $t$. In such conditions, for any $n \leq \bar{N} - N$, position $\hat{p}^{(N)}(N + n)$ is the position predicted at a horizon $n$ after the last position $N$ known by the system. We define the mean prediction error at horizon $n$, $1 \leq n \leq \bar{N} - N_0$, by

$$
\epsilon(n) \triangleq \frac{\sum_{N=N_0}^{\bar{N}-n} \| \hat{p}^{(N)}(N + n) - \hat{p}(N + n) \|_2}{N - n - N_0 + 1} \quad (3)
$$

In other words, for a fixed horizon $n$, $\epsilon(n)$ is the prediction error averaged among the predictions at horizon $n$ obtained by training the system on different sizes $N$ of training set, using the same recorded gesture.

Figure 3 shows the mean error averaged over all the gestures we considered, when fixing the number of neighbors to $K = 5$ and the minimum training size to $N_0 = \frac{3}{4} N$ (first two thirds of each gesture). The error increases with the horizon, since it is harder to make an accurate prediction when the horizon is large. Each curve can be split into two parts. During a first phase (memory size below 0.5 second), increasing the memory helps decreasing the error significantly. However, increasing the memory size beyond 0.5 second does not improve the prediction and sometimes drives up the error. These two trends (decreasing and then increasing) are found in most of the examples we considered, with different optimal memory sizes from one gesture to the other, and show that the proposed system has a limited capacity to learn from past points.

One may also note that this evaluation measure is not well suited for some gestures. For instance, if a gesture is made up of randomness, all possible realizations of this randomness are satisfying ways to continue it. As a consequence, a valid extrapolated gesture might be very far from the actual continuation made by the user. In this perspective, it appears useful to introduce other evaluation criteria.

### 3.3 Multicriteria evaluation

Evaluation may be thought within a multicriteria framework, relying on multiple evidence, by extending the use of objective performance measures. Since the criteria are not combined into a single score, this methodology is not dedicated to learn parameters or to rank concurrent systems. Generic multiple criteria may be used as a set of objective features that are automatically generated to help human interpretation or analysis.

We propose a set a evaluation criteria in order to compare a continued gesture $\hat{p}$ and a groundtruth continuation $\bar{p}$. The experimental setting consists in splitting each gesture with a ratio $(2/3, 1/3)$ so that the first part is used for learning and is continued by the system to obtain $\hat{p}$ while the second part is taken as the groundtruth $\bar{p}$ for performance assessment ($\hat{p}$ and $\bar{p}$ having the same length). The proposed criteria are based on instantaneous features in the continued gesture: position, speed and acceleration vectors, as well as their norms and angles. In each of those 9 possible cases, the feature of interest is extracted from the continued gesture $\hat{p}$ and from the groundtruth $\bar{p}$ at each available sample time, resulting in two feature vectors to be compared.

A first family of criteria aims at analyzing the distribution of the instantaneous features. Distributions are considered by building histograms from the coefficients of feature vectors. For each feature, we compare the histogram for the continued gesture and that of the groundtruth using a simple histogram difference measure, both histograms being computed on a common support with size $N_0 = 25$ bins. Results are represented in the top part of Figure 4. In order to separate the gesture trajectory from its dynamics, a second family of criteria is proposed, based on dynamic time warping (DTW). DTW is used to align the continued gesture and the groundtruth, which cancels the effect of possible time stretching: the obtained distance measure quantifies only the difference in the trajectories, evaluating spatial cues only. Results are denoted by DTW/position in the middle part of Figure 4. As a possible extension, we also represent the DTW computed on the vectors of instantaneous speed, acceleration and speed norm instead of positions. Finally, since many gesture have one or several oscillating components – sometimes in position, speed, acceleration, and so on –, we also computed the Fourier transform of feature vectors. For each feature, spectra from the continued gesture and from the groundtruth are compared using the log-spectral distance and results are presented in the bottom part of Figure 4.

Results shown in Figure 4 confirm the advantage of finite-memory features in the proposed continuation system, since almost all criteria are improved on average. This multicriteria framework may also be used to detect gestures that are not well continued – e.g., by automatically selecting gestures that are in the higher quartile – in order to draw a detailed analysis. As not all criteria are of interest for a given gesture, the performer may select them from this full dashboard, on a gesture-dependent basis, adopting an a posteriori evaluation.

![Figure 3](image.png)

**Figure 3.** Mean prediction error averaged over all gestures for several prediction horizons $n$, as a function of the memory size $J$ ($n$ and $J$ have been converted in seconds).
neous features only (Figure 4).

The proposed system for gesture continuation may be extended in some interesting directions. As shown in this paper, a significant improvement results from the extension of instantaneous features to finite-memory features. Adding more features may be even more useful to capture the right information, using feature selection methods at training time. As a more fundamental issue, one may design or learn an appropriate distance in the feature domain, which may be extended to 3D gestures. The system then can be used simultaneously in several instances (i.e., different fingers) and sequentially (with arbitrary stops between strokes). They may also be extended to 3D gestures. The set of evaluation criteria may be completed by other features and comparison measure computed on the gesture itself, as well as criteria in the audio domain. This may also be the opportunity to analyze the relation between gesture and audio domains. Finally, subjective evaluation should also be considered and would first require the design of dedicated test protocols.
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